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What is Artificial Intelligence (AI)?
• 1950 – Alan Turing introduced the ‘Turing test’ – machine has passed the 

test if its evaluator cannot distinguish whether the intelligent behaviour 
has been demonstrated by a machine or a human

• 1955 – John McCarthy proposed term ‘artificial intelligence’ 

• Computers (computational algorithms), e.g. the calculator, follow 
sequence of rules & perform same function every time – ‘if this is the 
input, then that is the output’  

• AI algorithm learns rules from training data presented to it

➢1977 - Deep Blue outmatched Gary Kasparov world chess champion

➢2016 – AlphaGo defeated 9-dan Lee Sedol in ancient Chinese game of Go



What is AI?

AI              

machine learning 
  

deep learning  
                                               

 supervised learning     unsupervised learning 
                                                   

Describes tasks performed by machines or software that would 
normally require human brain power to accomplish



Machine Learning 

• Ability to learn from data without being explicitly programmed 
to do so

• Statistical method that gradually improves as exposed to more 
data by extracting patterns from that data

  e.g. Amazon shopping

         Google searching



Deep Learning
Type of machine learning in which input & output are 
connected by hidden connections – artificial or convolutional 
neural networks (CNNs) 

• CNNs learn from analysing very large datasets
➢2 major classes – supervised & unsupervised
➢processes which occur inside the layers of the CNN are hidden, 

creating a ‘black box’ 

• DL performs especially well in pattern recognition within data - 
so great potential for clinical imaging applications



Supervised Learning
• CNN trained using labelled dataset

• annotating (labelling) training datasets performed 
manually - time consuming & expensive 

• CNN labelled dataset then evaluated using test dataset 
which contains unlabelled data

• Resulting output (e.g. normal/abnormal; fetal head or 
placenta) will have a prediction accuracy of the question 
being asked which must then be validated



Unsupervised Learning
• Training process that requires no labelling

• Saves time consuming, labour intensive & expensive human 
image labelling

• CNN learns from clustering scans that look similar to one 
another (brain/brain) or different from each other (fetal 
head/placenta) 

       



Where are we now with AI?

Consider:

➢ Imaging

➢Biometry

➢Setting & agreeing the standards

➢Workflow



AI in the department – quality across the service



AI in the department – quality of imaging



AI in the department – ease of measuring



AI at the business meeting – workflow & finance



How did we get here?
• Historically, much interest centred on fetal anomaly detection, particularly brain & cardiac 

abnormalities, rather than fetal measurements 

• Most algorithms use retrospective rather than prospective datasets

• Research data typically based on single centre. Decision making for algorithm made by 
experienced  expert(s).  Applicable in ‘routine’ environments?

• Studies of 3rd trimester size, growth & EFW poorly represented

• Published data:

➢ Fetal brain abnormalities

➢ Improving detection of severe cardiac abnormalities

➢ Fetal biometry

• Consider:

➢ Bias in decision making during research & development & therefore its potential impact on 

➢ commercially available systems



How did we get here?

2nd trimester brain & cardiac abnormalities



• Excellent performance achieved 
in identifying 10 types of 
intracranial image pattern

• Performance comparable to 
expert sonologists in diagnosis

• System’s assessment required 
significantly less time (0.025s) 
compared to experts (4.4s) to 
read an image 

Ultrasound Obstet Gynecol 2022; 59:304-316

2022

9 different patterns of abnormality as identified 
using ISUOG reference planes & normal :

1. normal
2. no cavum septum pellucidum
3. no septum pellucidum
4. crescent shaped single ventricle
5. mild ventriculomegaly
6. severe ventriculomegaly
7. mega cisterna magna
8. open 4th ventricle
9. intraventricular cyst
10. non-intraventricular cyst

2022



Multicentre, retrospective study – 3 centres, China

• Normal fetuses & with CNS abnormalities
• 18-40 wks
• Images Jan 2010 – Dec 2018, videos Jan – Sep 2020

• 9 different abnormal patterns & normal in reference planes

• Development & validation of AI system - 43,890 images from 
16,297 pregnancies, 169 videos from 166 pregnancies

• Training images assessed for quality control & labelling:
     a) 5 sonologists, 5-10 yrs experience (>5000 fetal exams each)
     b) 2 senior, >10yrs (>10,000 fetal US exams each)
• Image preparation 7 months – selection 3/12, labelling 4/12
• 4hrs /day, not at w/e 
• a) grader 1 min/image = 718hrs for 43,078 images, 2/12 each
• b) 10s to check = 120hrs, 5days/month then 10days/month

• 3 days to feed DL computer continuously
• 1 day for fine tuning

Ultrasound Obstet Gynecol 2022; 59:304-316

2022



System validation
• External validation used videos as prospective data
• 13 sonologists each viewed same dataset
• All blinded to image diagnoses

• Varying experience 
➢ 4 experts – professors, >10yrs, >10,000 FA scans
➢ 4 competent
➢ 5 trainees - residents, 2-4 years, >1000 FA scans 

Results - system on par with experts overall 
➢ better than experts for mild & severe VM (offline 

measuring tool inconvenient?)
➢ slightly better than competent
➢ superior to trainees

Conclusions
• Direct connection to US machine allows analysis in R/T
• Has potential to improve CNS detection rates, particularly 

where operators have little formal training

   Ultrasound Obstet Gynecol 2022; 59:304-316

2022



• non-blinded grading - 2 experts
➢ completeness & technical correctness (0-5)
➢ defect visible yes/no
➢ duration, image number etc
➢ 1 expert labelled each image frame

• blinded diagnosis - 3 experts (15-25yrs)
➢ normal v CHD

• DL model 
➢ had been already trained for previous study
➢ 47 lesion types had already encountered

• NW Netherlands 2015-2016 
• routine anomaly scan includes 4 cardiac view images
• cardiac images of 108 cases reviewed:
• heart normal = 42
• CHD = 66 

➢ 35 identified
➢ 31 missed

Ultrasound Obstet Gynecol 2024; 63: 44-52

2024



• blinded diagnosis - 3 experts (15-25yrs)
➢ normal v CHD

➢ identified 32/42 normal hearts
➢ diagnosed 25/35 abnormal hearts
➢ detected 11/31 missed diagnoses

• DL model 
➢ 47 lesion types had already encountered

➢ detected 16 of 19 not previously 
encountered  

➢ identified 32/42 normal hearts
➢ diagnosed 32/35 abnormal hearts
➢ detected 27/31 missed diagnoses

Ultrasound Obstet Gynecol 2024; 63: 44-52

2024



Ultrasound Obstet Gynecol 2024; 63: 44-52

2024

Conclusions:

1. A previously trained DL algorithm outperformed 
routine cardiac screening in cohort where >50% 
CHD initially missed

2. AI model outperformed human experts in 
blinded trial

3. DL models have potential to improve CHD 
detection in routine screening of low risk 
populations



How did we get here?

Automated measurements



2024

Ultrasound Obstet Gynecol 2024; 64: 36-43

• 60% cases of isolated CoA not identified antenatally
• Cardiac images from 4 regions of Denmark, 2008-2018
• 18-22 wks

• AI model developed to: 
- identify standard cardiac planes
- perform automated cardiac biometric imaging

➢ RV, LV 
➢ diameters PA & Aao
➢ RV/LV ratio, MPA/Aao ratio

• 73 cases of CoA paired with health controls, ratio 1:100



2024

Ultrasound Obstet Gynecol 2024; 64: 36-43

Comparing CoA & normal biometrics

➢ Aao & Dao significantly smaller in CoA
➢ RV & RV/LV ratio significantly larger in CoA
➢  MPA/Aao ratio significantly larger in CoA

Conclusion:

Intregration of AI automated cardiac biometric measurements has potential to enhance 
substantially the performance of screening for, & detection of, fetal CoA at 18-22 wks



How did we get here?

Routine anomaly scan - FASP standard planes



2022

Prenatal Diagnosis. 2022; 42:49-59

• Prospective study, London UK
• May 2019 – March 2020, previous normal FA scan
• 23 women, each scanned twice – AI assisted & standard scans

• 2 experienced operators (20yrs combined)
• 13 FASP standard planes, BPD, HC, AC, FL

• AI:
• assisted automated image acquisition, biometry & reporting
• traffic light system provided additional information for each anatomical view
• provided 5 candidate images for each plane
• sonographer selected best quality plane, automatic biometry included
• autoreport generated 



2022

Prenatal Diagnosis. 2022; 42:49-59

• 299 manual & 260 AI-assisted FASP standard images

• AI-assisted scan times 34.7% shorter than manual 
• 14.32 v 21.93mins , mean saving time of 7.62mins

• AI tools easy to use
• Change in scanning approach perceived
• AI tools made it easier to concentrate on pt interaction during the scan

• AI assisted report included 93% of 4 FASP biometry views, 98% in manual report
• AI successfully saved 73% of required images, 98% in manual report

Conclusions:
➢ Separating freehand scanning from image capture & measurement -> faster scan time & altered workflow
➢ Removing repetitive tasks may allow more attention to be directed to identifying fetal abnormalities
➢ Further work required to improve image plane detection algorithm



How did we get here?

Fetal biometry



2019

Ultrasound Obstet Gynecol 2019; 54: 650-654

• Jan – Dec 2015, Oxford UK
• 99 pregnancies 20-40wks
• 3 HC (transthalamic), AC & FL images per case
• Automatic measurement system developed

• Caliper placement:
➢ acceptable                                    53.3%
➢ minor adjustment needed         35.6%
➢ major adjustment required       10.1%

• No caliper adjustment needed:
➢HC 73.1%
➢FL 71.0%
➢AC 15.8%

• Failed to recognise & measure AC in nine images
• No failures for HC & FL  



2019

Ultrasound Obstet Gynecol 2019; 54: 650-654

Conclusion:
1. Automated tool correctly identified 

biometric variable in 99% of images
2. Resulting AI measurements high degree 

of accuracy (HC -0.81%, AC 2.40%, FL 
3.76%)

3. Measurements exhibited bias, with tool 
underestimating biometry

4. This could be overcome by further 
algorithm improvements

5. Adjustable calipers for manual correction 
remains a requirement 



Where are we now?
➢ AI imaging - shows great potential in improving anomaly detection but bias inevitable

   - evaluation from prospective & low risk data needed

   - systems can & will make mistakes

➢ AI biometry – routine biometry showing potential but bias inevitable, 

                           - AC data least good

                  - systems can & will make mistakes 

➢ Training – AI options already available

                    - who is making the above decisions for commercially available systems?

                    - how much variation is there in the decisions made by different systems?          

➢ AI assisted workflow – exam time reduced, supports change in operator activities

➢What are the implications for gaining technical skills & US relevant knowledge                
for current sonographers & for future sonographers?



Where could we be going?

Ultrasound Obstet Gynecol 2023; 62:167-174

2023



Where should we be going?

Ultrasound Obstet Gynecol 2023; 62:167-174

2023



When we’ve got there

How will AI-assisted operators:

•  learn how to obtain the correct planes?

•  learn how to take measurements correctly?

•  know when the anatomy doesn’t look normal?

•  learn how to distinguish between poor technique & a genuine problem?

•  what will they be able to teach their students?



Caliper placement for growth velocity & EFW

deciding which echoes represents skin line posteriorly of AC       along length, not across length, of femur



HC, AC, FL & EFW - or EFW alone for clinical management? 

Do both scenarios have the same potential clinical sequelae?

How does the EFW differentiate?



HC, AC, FL & EFW - or EFW alone for clinical management? 

Do both scenarios have the same potential clinical sequelae?

How does the EFW differentiate?

How does GROW differentiate?



When we’ve got there
• What has the effect of GAP/GROW been on understanding of parameters 

contributing to EFW?

• Does this matter – to the pregnancy, to the clinicians, to you?

• What will the impact of AI-assisted measurements & imaging decisions 
be on what future sonographers will learn, know & be able to apply? 

• Skills rarely used are of doubtful value.  What happens when they are 
needed in a critical situation?  



Who is making the decisions?

• Who are teaching & checking the AI programmes during their 
development?

• Do they all have the appropriate expertise?

• Do they all agree?

• Whose decisions go forward for implementation & why? 

• Is there a potential mismatch between commercial & clinical priorities? 

• Is there international/national/professional body guidance?

• Does this guidance agree?

• Who or what is responsible when things go wrong?



Who is setting the standards?

ISUOG - no statement to date 
(August 2024)

BMUS – no published guidance but 
SIG3 group addressing issue in 
revision of ‘growth guidelines’

AXREM – to be tabled at Nov 2024 
meeting

SCoR – yes, 2021

          



Who is setting the standards?
ISUOG - no statement to date (August 
2024)

BMUS – no published guidance but 
SIG3 group addressing issue in 
revision of ‘growth guidelines’

AXREM – to be tabled at Nov 2024 
meeting

SCoR – yes, 2021

Establishment of international, 
clinically based standards needed 
urgently – before it’s too late

          

All AI systems that are deployed 
clinically require human oversight 
of their implementation

Radiography staff must learn to 
evaluate, interact & oversee the 
actions of AI driven tools within 
their workflow (p 19)



In conclusion

• Who is/are making the decisions for AI systems?

• What standards are being applied? Are they right?

• Where should responsibility lie for missed or incorrect 
diagnoses due to AI?

• Will the standard of obstetric imaging drift up or down 
with time as the technical expertise of the workforce 
changes - especially when AI trained trainers start training 
the next generation?

• Embracing AI provides many opportunities & challenges – 
are you ready to participate in making sure it works for 
our routine ultrasound service?



Thank you for your attention
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